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Introduction
While still not considered a large component of mainstream cartographic research, the map-related research focusing on the blind and partially sighted map user population continues to grow.  Currently, several groups of researchers housed in universities in North America and internationally are conducting and pursuing research that focuses on identifying the needs, creating new innovative delivery methods, assessing strategies and spatial and geospatial performance, improving access, and developing potential educational resources for blind and partially sighted map users.  

Traditional tactile maps are tangible raised line products that are difficult to interpret, produce and to disseminate. By moving to a digital development and interaction paradigm it is possible to facilitate digital tactile maps with location based context aware services in the geographic environment.  Additional modalities for displaying cartographic information are accessed through an enhanced tactile map or the electronic version of the tactile map through a touchpad, touch screen, or haptic interface that uses force feedback to simulate the raised surface of a tactile map. A digital virtual equivalent of a tactile map can now be disseminated across the Internet, accessible by many users in different locations, including portable data assistants. The research outlines a conceptual schema for integrating graphic, auditory and haptic information, in map displays. Each of these modalities has their own set of variables. Auditory information is presented in map referenced, spatialised and immersive contexts, incorporating a mixture of speech, representational sound, sonification, and earcons.

This facilitates a user to hear auditory cues that add both redundant and complementary information that would normally be presented through text labels and other cartographic depiction methods. Results are presented with auditory and haptic displays where users have been analyzed performing simplified map reading tasks, such as, shape identification, searching, zooming and panning.  
A multimodal approach to cartographic data interaction provides novel opportunities for interacting with cartographic data.  This has wide reaching relevance beyond tactile mapping incorporating innovative and original solutions to key cartographic research areas. These include, but are not limited to, environments where users may be “blind” due to bandwidth or small screen display problems in mobile computing environments, attention diversion in car navigation systems, or by an overloaded visual channel in complex data analysis interfaces in geovisualization and data mining interfaces, or novice users exploring unfamiliar data.
Tactile Maps

Tactile maps have traditionally been the representation media of choice for cartographers when attempting to convey spatial information to people with limited or no vision.  The production of tactile maps provide an exaggerated example of classic cartographic issues, such as, classification, abstraction, symbolization, generalization and standardization due to their production methods and their necessity to be read at a scale of fingertip resolution.  Map reading problems are most acutely felt when a user has to extract contextual information, due to disrupted interpretation when linking legend information to other components of the cartographic display.
Although maps present an overall, survey view of an area, they have to be explored sequentially by the blind user, which places great demands on memory. Information has to be integrated from the hand movements and the fingertips. Differences in the effectiveness of scanning strategies, and how these are taught will influence the usability of the maps (Ungar et al., 1996).  Maps are able to extend the conception of an environment beyond that gained by direct experience from the environment.


Traditionally maps used in education, such as those showing the countries of the world, have conveyed as much information to the blind reader as possible, often resulting in a perceptual overload for the reader (Hinton, 1993). For mobility maps there needs to be a shift in emphasis to displaying the minimum amount of detail necessary for the individual to learn, comprehend and navigate through an environment (Golledge, 1991). Maps serving as navigational aids may take a strip map form, detailing, choice points, changes in direction and the landmarks necessary for motor guidance. A common problem with tactile maps is labelling as a map devoid of labels is essentially meaningless. Moreover, Braille labelling is inflexible, and if enough labels are applied to facilitate understanding the map is cluttered and illegible (Tatham, 1991). Using labels in a separate legend or key reduces the immediacy of the graphic and introduces interpretation problems as referencing is disrupted (Hinton, 1993).

The key problems with tactile maps are (1) production method difficulties (2) inability to provide contextual information -  for example, is the outline of a circle, a representation of a globe, a city symbol, or a geometric figure? (3) dissemination difficulties, hardcopy maps are limited to one user in any one place at any one time (4) lack of interaction – a map cannot be queried for more information.
Interface Issues
The interface is the most critical component in any form of human-computer interaction. It is the medium through which geographic information is presented to the user, and the tool with which the user manipulates and interacts with the data. 
Conceptual Schema – Overall Integration

Clearly there is a requirement for some kind of conceptual guiding principles to the integration of data through sound and touch. However, this is problematic due to the issues of each interface interaction varying with the individual differences of a non homogeneous population. Also the interaction is user, data, domain and interface specific.
Multiple Modalities
When viewing representations of the geographic world, such as a map or computer screen, vision is able to provide a gestalt like view of information, allowing the perception of the synoptic whole and almost simultaneously its constituent parts. In order to attend to some of this multi-sensory experience, and to provide access to information for individuals with restricted senses, there have been several research threads exploring the presentation of information multimodally. Information in science and mathematics such as formulae, equations, and graphs, has been presented through auditory display, for example hearing a sine wave, and through audio guided keyboard input (Gardner et al., 1998; Stevens et al., 1997). Mynatt (1997) has developed a tonal interface allowing users without vision to access “windows” style graphical user interfaces to computers. Multimodal interfaces are often developed for specialist situations where vision is not available, such as military situationsAcevedo and Masuoka, 1997; Fisher, 1994; Flowers et al., 1996).  The multimodal presentation of geographic information allows for innovative visualisation of large and complex data sets (e.g. . Oviatt (1997: 95) stresses that “…future map systems ideally should be designed to be accessible to a broad range of people, irrespective of age, sensory impairment, skill level, or other considerations.” 


For ‘average’ users the multi-modal presentation of data can provide intuitive interaction with geographic information, making it accessible and easy to use (Oviatt, 1997). For expert users it has significant potential to allow novel visualisation (Blaser, 1997). Multimodal interfaces offer for disabled people, particularly those with sensory impairments, ‘sensory substitution’ - the use of one human sense to receive information normally received through another sense. This allows them unparalleled access to information, particularly that of a spatial nature (Edwards et al., 1995). The view that multimodal modal interfaces have the potential for increased access to information is derived from research in psychology, computer science, information science and education. 

Each sensory modality has its own perceptual domain, a range of information to which is particularly well suited. Presenting information of a certain type in a particular modality may be the most efficient and economical way of displaying that information. By combining modalities, it is possible to increase the volume of information being presented, and to aid visualization. However, interface designers should remain cautious, to some degree we know very little about each individual modality and even less about combining them. It is important to establish the best uses of each and combinations of modalities.  It is important to match the content of the data to a suitable media. It is often said that ‘a picture is worth a thousand words’, but the converse may be equally true: to attempt to convey the meaning of the word ‘because’ may still be meaningless after a thousand pictures. Each method for presenting informationxe "pictures. As (Bergman, 1995, p.7) GET REF stated \"All ways of presenting information" has its own strengths and weaknesses.  Transferring information between modalities will also have an inherent information loss.
Hapticsoundcapes: A sample approach
A system that augments electronic map displays with auditory and haptic (force-feedback) interaction. These additional modalities for displaying cartographic information are accessed through an enhanced tactile map or the electronic version of the tactile map through a touchpad, touch screen, or haptic interface that uses force feedback to simulate the raised surface of a tactile map. A digital virtual equivalent of a tactile map can now be disseminated across the Internet, accessible by many users in different locations customizing the information content to suit their level of vision loss.
One approach to presenting the environment to a visually impaired individual is through an audio‑tactile, multimedia, map-based approach. Here computer audio based systems augment the line work on the tactile graphic by applying sound labels to points, lines and areas on the map. This makes the map inherently more user friendly. The map sits on a small tablet connected to a computer, when the map is touched the corresponding sound label is triggered. (Jacobson 1998, Jacobson et al 2002)
Auditory Modality
Ambient sound surrounds us, in natural and built environments, and the acoustic scenery of everyday life is intricate due to the complex events that generate the audible scene. The sound we perceive in the environment contains information about the source of those sounds, and the distance and possibly direction of those sounds.  We are able to ascribe causal meanings to sound in a very natural way, listeners being able to “read” a sound (Ballas, 1993) such as, the ring of a doorbell or the backfire of a car exhaust. Vision provides a large amount of information, it has a “high bandwidth”, but it focuses this in one direction. Auditory perception is omnidirectional and it is possible to monitor all directions at once.  In multimodal displays auditory information has the advantages that it is eyes free, allows rapid detection and alerting, is orienting, has an acute temporal resolution, and promotes an affective response. (Cohen and Wenzel, 1995).

Much like visual variables auditory information has a comparable set of vraibles that can be manipulated for presenting spatial information. (Kramer, 1994). Such as, temporal properties, spatial properties, amplitude, pitch, envelope, timbre (spectrum, character, etc.), musical properties (pitch, rhythm), thematic properties (repetition, variation), and causal properties (familiar sounds, etc.) (Krygier 1994).

With the advent of computers in geography some applications used sound in a geographical context: in a virtual auditory display in a personal guidance system (Golledge et al., 1991) as auditory maps (Golledge et al., 1994); NOMAD is used to geocode areas of a tactile map with sound (Parkes, 1988; Parkes and Dear, 1990); and sound has been used to represent classification reliability on remote sensing images (Fisher, 1994).


The addition of the auditory domain to maps has been proposed for some time (Krygier, 1994). Auditory information is already widely used (in research settings at least) to aid the visual computer interface (Brewster, 1997), and to provide non-visual navigation of hierarchical menus (Brewster et al., 1996; Mynatt, 1997). Combined visual and sonic displays may be one approach to dealing with the ever increasing complexity of geographic information (Krygier, 1994).  More recently multi- and hypermedia have added new dimensions to spatially referenced data in encyclopaedias and digital atlases. Within the context of human computer interaction, auditory icons and “earcons” are now regularly used (Blattner et al., 1994; Brewster et al., 1994).  

These properties of sound, and the subset of abstract sound variables have the potential to convey more complex relationships found within geography, such as pattern, relation, or hierarchy - either within the map scene or to relate a map scene to other maps, such as map scale after zooming in. These variables rely on a distinct set of basic and distinct elements of sound and are analogous to the common visual variables of cartography. Similar variables have been presented for the visual domain (Bertin, 1983), the audio domain (Krygier, 1994), and the tactile domain (Vasconcellos, 1992) xe "domain (Vasconsellos, 1994) GET REF MacEAch". 
The greatest weakness of auditory display is its ephemeral and temporal nature. When auditory information is displayed it is not ever present, as with a visual or tactile display. It may be triggered by an event but due to its transient nature it is only available for processing and can only reside in short term memory for a relatively short duration.
Haptic / Tactile Modality
Just as with sight and hearing, a ‘sense of touch’ is a fundamental part of life. Haptic perception involves the sensing of the movement of, and position of joints, limbs, and fingers (kinaesthesia and proprioception) and also the sensing of information through the skin (tactile sense) (Loomis and Ledreman, 1986).  The conventional tactile map relies on these cognitive and perceptual properties to provide a coherent representation of spatial information. The added dimensionality that haptic, kinesthetic, and tactile interfaces provide are important for three reasons. Firstly, the display of information through the haptic senses can lead to greater ‘immersion’ in, and ‘feel’ for geographic information. This has the potential to facilitate ease of operation and manipulation of data. Secondly, the haptic channel may augment visual information in the multimodal presentation of geographic space, and also offers an independent channel for interaction for the non-visual or multi-modal presentation of geographic space extending the range of applications to a wider section of the population. Thirdly, haptic interfaces are able to present information through the haptic domain, such as layout and shape, that are usually perceived visually. Haptic interfaces are able to provide accessibility to representations of geographic space, for example, maps and virtual worlds, without the need for vision (Porter and Treviranus, 1998). A number of haptic devices have been developed (primarily for interaction in virtual reality systems), based on the following stimulation, pneumatic, vibrotactile, electrotactile or electromechanical force feedback.  These are continuing to grow in complexity, availability and to reduce in cost. .
Language Modality
Language and geographic space are two entities that are closely interwoven. To some extent language structures space (Talmy, 1983); natural language is imbued with spatial terms, metaphors, constructs and expressions. Although language is replete with spatial terms, natural language is particularly poor at describing space precisely. For computationally precise descriptions of space, mathematical, formal, and logical axioms and language are needed.  However, due to its spoken nature, language may be particularly suitable to be used for conveying spatial information to blind people.  Clearly language is closely related to geographic space and is a particularly natural manner for communicating information about geographic space. Although imprecise and fuzzy in nature it offers a clear economy of scale in describing space by providing a level of precision through the exclusion of superfluous detail in describing space.  Natural language is able to provide an informal yet direct access to how people perceive and understand space (Couclelis, 1996).xe "(Couclelis, 1996)." 

Multimodal Interfaces to Cartographic Information
A multimodal approach to cartographic data interaction provides novel opportunities for interacting with cartographic data.  This has wide reaching relevance beyond tactile mapping incorporating innovative and original solutions to key cartographic research areas. These include, but are not limited to, environments where users may be "blind" due to bandwidth or small screen display problems in mobile computing environments, attention diversion in in car navigation systems, or by an overloaded visual channel in complex data analysis interfaces in geovisualization and data mining interfaces, or novice users exploring unfamiliar data

Future Research

To render a conventional tactile map “digitally virtual”, Braille or large print is replaced by highly efficient spoken audio cues. The geographic arrangement of features usually described by the raised lines of a tactile map, is either provided on a touch pad or touch screen, where the lack of a raised line is problematic and the user is guided by auditory clues alone, such as being on or off a target area. In a haptic interface the virtual forces of the display render the lines of the tactile map as a series of tangibile effects, walls, sticky areas, friction, raised surfaces, gravity wells and so forth.

Much of the research undertaken with tactile maps has focused appropriately so on map reading and production methods. With the advent of new techniologies and their more widespread and mainstream use, such as, haptic interfaces, multi-media computing, the Internet, Geographic Information Systems (GIS), Global and other positioning systems (GPS, WiFi) and Location Based Services (LBS) delivered through mobile telephones, there are fertile opportunities for communities of researchers, users and practitioners to inform each other. 

Novel mechanisms and techniques for conveying spatial and map information to blind and vision impaired individuals are likely to emerge and experts in the non visual communication of data will be able to apply there knowledge and research in other domains, such as small screen computing and map display. If approached correctly this provides a tremendous opportunity to make cartographic information more accessible to a variety if users independent of age, language, technology or ability. 
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